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Abstract— Sex trafficking is a substantial problem in the

world, and millions suffer from forced sexual exploitation.

Due to the proliferation of internet, a significant amount of

potential information for detecting trafficking behavior is now

available online. By using this online data to trace organizations

over time, law enforcement can both target specific trafficking

organizations as well as better understand and address changes

in trafficking activity. Past work has extracted various features

from the data and attempted to cluster and classify it. In

this paper, we approach this problem with several similarity

measures in order to detect and monitor organizations in escort

advertisement data. Our framework allows for easy incorpo-

ration of new similarities as well. Additionally, we examine

multiple modalities (text advertisements and corresponding

images) to enhance the detection of these trends by providing

multiple perspectives. This work finds that organizations can be

detected which show the evolution of advertisements temporally

and geographically even as both names and phone numbers

change.

machine learning, escort advertisements, similarity mea-
sures, trend detection, multimodal data

I. INTRODUCTION

Human trafficking is a pervasive and global problem today.
In 2017, the International Labour Organization estimated that
40 million people globally were victims of modern slavery.
Among these, “3.8 million adults were victims of forced
sexual exploitation and 1.0 million children were victims
of commercial sexual exploitation in 2016” [1]. Due to the
massive social impact of the internet, advertising for sex
trafficking has moved online in the form of social networking
sites and online classifieds [2]. In order to avoid detection
by law enforcement, trafficking organizations attempt to
blend in with non-trafficking related advertisements. They
may periodically change phone numbers or other identifying
features. Essentially, connecting advertisements becomes a
game of whack-a-mole. An organization might pop up with a
phone number in one location and then somewhere else with
another number. By using multiple similarity measures, we
are able to draw connections between advertisements even if
these identifying features changes.

In 2014, DARPA launched its Memex program with a
specific focus on combating human trafficking; this three
year program resulted in a significant amount of research
involving information retrieval, feature extraction, and clas-
sification and clustering to obtain and utilize data from this
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source of online information [3]. To best use this information,
approaches have included training classifiers [4], [5], entity
resolution [6], and graph-based techniques [7], [8] Addi-
tionally, some techniques go beyond text and incorporate
multiple modalities of data using smaller supervised datasets
such as in [4].

Recent work has focused on unsupervised natural lan-
guage processing techniques such as word and document
embeddings in order to extract and match templates for
organizations [9] or to indicate sentences likely to be related
to human trafficking [10].

Prior work has primarily focused on text or images,
however, our technique allows for easy integration of new
similarity measures from different modalities. Additionally,
past efforts have frequently avoided the use of pairwise
similarities since it is computationally intractable to compute
them between all data points.

In this paper, we investigate the usage of multiple pairwise
similarity measures to find trends and connections between
advertisements. We examine text similarity based on word
embeddings, similarities based on features extracted from
the data such as phone numbers, names, and image hashes,
and similarities based on face recognition. Additionally,
we incorporate geospatial and temporal information into
our framework. Like [9], we define an organization as a
singular individual or group of related indivudals posting
about escort services on backpage.com. Our approach would
allow law enforcement officials to look for and monitor
organizations suspected of sex trafficking and then build a
case against them as they evolve and change over time. By
combining multiple similarity measures, we are able to better
characterize these organizations.

II. METHODOLOGY

A. Dataset

The dataset, D, consists of roughly 40 million adver-
tisements which were scraped from the escorts section of
backpage.com from September 2012 to December 2017.
Each advertisement contains text, location, time, and images.
There are approximately 20 million unique images present
in the data and 562 unique locations, such as New York
City. The text portion of the data is very noisy; emojis
and mispellings are frequently used, words run together, and
grammatical rules are ignored. Additionally, the dataset does
not have labels due to its size and the domain expertise
required to estimate an advertisement’s likelihood of being
posted by traffickers.

43



B. Similarity Measures

Similarities measures take two points, q, d 2 D, and
compute the similarity f : D ⇥ D ! R. In this work, we
use similarity techniques which have a range of [0, 1] where
q and d are more related if f(q, d) is nearer to 1 and less
related if f(q, d) is nearer to 0.

• Text similarity: We determine text similarity between
advertisements using unsupervised word embeddings.
In recent years, word embeddings which use distributed
representations have significantly improved state-of-the-
art results on a variety of NLP tasks [11], [12]. In
particular, we use fastText embeddings [13], which
extend word2vec [11] to allow for the incorporation of
subword information; this is desirable for representing
this noisy text data where characters such as emojis may
replace a single letter in a word and mispellings are
frequent. Additionally, this model is capable of produc-
ing embeddings for unseen words, which could allow
new ads to be easily embedded by an already-trained
model. A fastText model is initially trained using a
skip-gram architecture [11] and default hyperparameters
on a corpus consisting of the text body of every ad in
the dataset. It creates 100-dimensional embeddings for
the vocabulary in the corpus. Following this, paragraph
embeddings for each ad are created by taking the
average of the word embeddings for each word in the ad.
According to [14], “simply averaging word embeddings
of all words in a text has proven to be a strong baseline
or feature across a multitude of tasks.” Cosine similarity
is used to compute a value between -1 (least similar) and
1 (most similar) to measure the similarity between two
embeddings. This is the only similarity which outputs
values below 0. However, empirical results produce
only positive values. Cosine similarity [15] between two
vectors v1 and v2 is defined as follows:

similarity(v1, v2) =
< v1, v2 >

kv1kkv2k

• Common-Feature similarity: This boolean similarity
measure is 1 if two advertisements have a feature in
common (e.g. a phone number) and 0 otherwise. We
use it for the following similarities:

– Phone Number Similarity: Phone numbers are ex-
tracted using regular expressions.

– Image Hash Similarity: Images are hashed for each
advertisement. This allows detection of image reuse
between advertisements.

– Name Similarity: Names are extracted using the
AnonymousExtractor regex from [6].

• Face similarity: Faces are extracted and processed
into 128-dimensional vectors using a pipeline
of dlib pretrained models [16]. Face detection
is performed using the CNN-based model
cnn face detection model v1. This is chosen
over the HOG (histogram of oriented gradients) model
since it can be accelerated on a GPU. Next, a 5-point

landmarking model trained on the dlib 5-point face
landmark dataset is used to localize the faces. Finally,
dlib face recognition resnet model v1
is used to create a 128-dimensional embedding for
each detected face. This model is a ResNet based
on [17] with only 29 convolutional layers instead of
34 and with the number of filters reduced by half.
Two faces are considered to belong to the same
person if the Euclidean distance between them is less
than 0.6; this produces a binary output [16]. When
using the HOG model instead of the CNN for face
detection, this pipeline achieves a reported accuracy
of 99.13% on the Labeled Faces in the Wild dataset
[18]. The CNN-based model which we use, however,
is reported to be more accurate than HOG [16]. Two
advertisements are considered similar if they both have
images containing the same face.

C. Pipeline

• Initially, the data is processed and textual features such
as phone numbers are extracted using regex.

• A fastText model is trained on message body text,
and paragraph embeddings are calculated by averaging
constituent word embeddings.

• Faces are detected in the associated images and face em-
beddings are computed. This completes the extraction
of features from the data.

• First, we optionally restrict our dataset to a specific
location, such as New York City. We use an initial ad-
vertisement, or query point, to look for related advertise-
ments. This is necessary since computing the pairwise
similarity between all the data points is computationally
intractable.

• Following this, we use a similarity function in order
to isolate a smaller subset, S ✓ D, of relevant adver-
tisements. In this work, text similarity is used to create
this subset. The text similarity is calculated between
our query point and all other paragraph embeddings.
A subset of advertisements which are above a certain
threshold are selected as S.

• Next, other similarity measures, f , such as common-
feature similarities and face similarity are used to link
advertisements within this subset. For all d1, d2 2 S, d1
and d2 are linked if f(d1, d2) is above some threshold
for that similarity measure. This produces a temporal
trail which links advertisements as they change over
time.

D. Thickness of Tail

As a potential indicator of whether a query has produced
an interesting trend, we use the thickness of the tail of the
distribution of text similarities as a proxy representing signal
vs noise in the subset, S, of text related to the query point, q.
We calculate this as the ratio of points above two different
similarity thresholds, the numerator threshold, tn, and the
denominator threshold, td. The number of ads above these
two thresholds are counted: nn and nd respectively.
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Fig. 1: Each point represents an advertisement. The y-axis is the text similarity between the query point and each ad.
The query point can be seen at 100% similarity in the upper left of the figure. This organization is found within 247,000
advertisements in Pittsburgh. Activity ceases after a couple months and resumes two years later with a different name and
phone number.

We then calculate our thickness, ⇥ = nn
nd

. A high ⇥ value
indicates that a large portion of the closely related ads are
very closely related in text similarity: the tail gets thicker
after tn than it does at td.

III. RESULTS

A. Text Similarity

We find that cosine similarity between unsupervised para-
graph embeddings can be used to successfully extract adver-
tisements related to the query point shown over time. Most
advertisements fall in a range of 0.4 to 0.8. Advertisements
over a certain threshold are considered related to the query
point. We empirically determine this threshold as 0.95. We
find that advertisement text is frequently reused, even over
several years and when features like phone numbers and
names change. The evolution of advertisements can also
be observed, which can be seen in Figure 2 where the
same organization modifies an advertisement from 2012
to 2016; the text similarity slowly decreases as the ad is
continuously tweaked. Figure 1 shows an example of related
ads in Pittsburgh which would not be linked by any of
these features alone. Prior work often uses phone numbers
as an oracle label for groups. Unfortunately, this approach
can fail to successfully capture an entire organization. For
example, Figure 3 showcases an organization which pe-
riodically changes its phone number. Additionally, many
phone numbers are obfuscated, such as in Figure 6, which
poses another challenge to using phone numbers to predict
organizations.

Although text similarity can successfully be used to find
related advertisements, false positives due to high text sim-
ilarity to the query point are erroneously included in the

subset of textually related ads. This creates noise which can
make isolating organizations more difficult. Figure 5 shows
an organization which is surrounded by this noise. Noise is
much more common if a specific location is not selected to
reduce the size of the subset. This is due to an increase in the
magnitude of advertisements from a few hundred thousand
in an individual city to the entire dataset of 40 million ads.

B. Linking

In order to address the noise in the subset of advertise-
ments selected using text similarity, we isolate organizations
from the noise by using additional similarity measures to
link advertisements together. Since the non-text similarity
measures we use are boolean in nature, we link ads if the
similarity between them is 1. Additionally, this serves to help
connect advertisements into organizations which may change
names, phone numbers, and other features at various intervals
of time. For example, Figure 3 show an organization which
can be linked using text, name, and phone similarity. Figure
4 shows an example where an organization is isolated from
noise using other similarity measures.

C. Face Similarity

In order to augment the text similarity and similarities
based on features extracted from the text, we incorporate
multiple modalities of the data by incorporating visual in-
formation in the form of faces. Previous studies, such as
[6], only use image hashcodes. While hashcodes are very
useful, they don’t incorporate visual information which may
help tie together organizations. Figure 4 shows how faces
connect two groups of ads which image hashcodes do not.
The top-left organization completely changes all its images
in 2013, but they still share the same face.
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Fig. 2: This figure also shows another organization within Pittsburgh. An ad is posted over 2,000 times and continuously
tweaked. Notably, the names of the organization’s apparent pimps change. This organization was actually originally identified
in [19] during 2012.

Fig. 3: An organization from Pittsburgh is linked together over several years by combining phone number and name
similarities. Each colored line represents a shared attribute. For example, in the top plot the name ’Mandy’ is connected
using a gray line. The bottom plot shows periodic changes in phone number.

46



Fig. 4: This figure shows an organization (top left in plot) in
LA which changes all its images at once. Face similarity is
used to connect these two groups of ads with separate image
hashes.

In this work, we extract approximately 635,000 faces
from the first 5 million chronologically-posted unique images
in the dataset. Due to time constraints and computational
limitations, we were unable to process the remaining images.
However, images which may have been initially posted in
2012 can often be found during later years, since images
are frequently reused. The usage of stock images is also
common.

Although using face recognition allows improved con-
nections between ad images, the face recognition model
appears to suffer from false positives. This may be due
to irregular poses, occlusions, and intentional obfuscation.
Additionally, the face recognition model may not perform
as well on minorities. Figure 5 shows an example of two
organizations which are linked using both text and face
similarity, However, inspection shows they are not related.
Due to privacy concerns, an example of matching faces
which are false positives are not shown.

D. Multiple Locations

In addition to searching for organizations within specific
cities, nationwide searches can also be conducted to find
multi-city organizations, such as in Figure 6. In fact, the
URLs in these ads appear to be subdomains of an organiza-
tion taken down by the DoJ in early 2019 [20]. Unfortunately,
searching all locations results in more noise being included
in the textually related subset of advertisements due to the

Fig. 5: Although these two organizations in LA are connected
by faces, manual inspection shows that this is a false positive.

Fig. 6: This figure shows a query of all the data which
finds a multi-city operation in several locations around the
New York City metropolitan area. The text from one of
these advertisements is shown above. The ads have location-
specific URLs and obfuscated phone numbers.

increase in magnitude of data. Since nationwide similarity
computations are more expensive, we find it prudent to
examine trends occurring within a specific location first
before looking for multi-city activity. This is supported by
[6]’s finding that location is the most informative feature for
their entity resolution classifier.

E. Examining Thickness of Tail

We also find that the thickness of the tail of a distribution
of text similarities can be indicative of an organization. An
example of this can be seen in Table I. After examining this
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Fig. 7: An organization identified in data from Los Angeles.
Its query point corresponds to index 13 in the Table I, which
has a ⇥ value of 47.7

table, we then selected index 13 for investigation, resulting
in Figure 7. It is important to note that although this metric
indicates the likely existence of an organization, a thin tail
does not indicate that no organization exists. In queries
with more text noise, several unrelated organizations could
appear. Additionally, there might be related ads whose text
similarities are not above the threshold tn.

Index nd nn ⇥
4 2451 64 2.61
5 1567 23 1.47
6 1980 19 0.96
8 330 153 46.36
9 410 1 0.24

11 988 929 94.03
12 4818 44 0.91
13 153 73 47.71
15 747 352 47.12
16 572 1 0.17

TABLE I: An example of comparing queries using the
thickness of tail on a few advertisements in Los Angeles.
Each row represents an ad with over 50 textually related ads
taken from the first 20 ads. nn is the number of ads above
a similarity threshold of 0.99 and nd is the number above a
threshold of 0.95. ⇥ is the thickness of tail, nn

nd
.

IV. CONCLUSION

In this paper, we examine the use of multiple similarity
measures in order to find trends and connections indicating
organizations within escort advertisements. We demonstrate
how this technique can find organizations even as they
change names and phone numbers. Additionally, the use
of multiple similarities can help to remove erroneous noise
from being included in potential organizations. In particular,
this framework allows easy incorporation of new similarity
techniques, and we leverage this capability in order to draw
information from multiple modalities of the data, which can

help provide a more complete picture of an organization. This
would allow law enforcement to investigate for the existence
of sex trafficking organizations, monitor organizations as
their activity changes (such as attempting to conceal their
identity), and build case evidence against them.

V. FUTURE WORK

In the future, our technique can be improved through
the use of more features from [5] as well as incorporation
of other similarities. The usage of visual information can
be improved through similarities based on background and
foreground segmentation and matching. Additionally, the
use of a weighted average-based paragraph embedding and
higher dimensional embeddings may improve the quality of
the measure of text similarity.
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